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This study examines the statistical validation of a recently developed, fourth-generation (4G) risk–need assessment system
(Correctional Offender Management Profiling for Alternative Sanctions; COMPAS) that incorporates a range of theoretically
relevant criminogenic factors and key factors emerging from meta-analytic studies of recidivism. COMPAS’s automated scor-
ing provides decision support for correctional agencies for placement decisions, offender management, and treatment planning.
The article describes the basic features of COMPAS and then examines the predictive validity of the COMPAS risk scales by
fitting Cox proportional hazards models to recidivism outcomes in a sample of presentence investigation and probation intake
cases (N = 2,328). Results indicate that the predictive validities for the COMPAS recidivism risk model, as assessed by the area
under the receiver operating characteristic curve (AUC), equal or exceed similar 4G instruments. The AUCs ranged from .66
to .80 for diverse offender subpopulations across three outcome criteria, with a majority of these exceeding .70.

Keywords: COMPAS; predictive validity; survival analysis; risk assessment; probation; area under the curve (AUC); crim-
inogenic needs

In a recent review of the state of the art in correctional assessment, Andrews, Bonta, and
Wormith (2006) identified Correctional Offender Management Profiling for Alternative

Sanctions (COMPAS; Northpointe Institute for Public Management, 1996) as an example
of an emerging fourth-generation (4G) approach to correctional assessment. They also
noted that the available 4G approaches, with the exception of the Level of Service/Case
Management Inventory (LS/CMI; Andrews, Bonta, & Wormith, 2004), are relatively new
and that validation evidence is still required for these newer approaches. This article
assesses several key aspects of scale reliability and validity for the COMPAS system.

TRENDS IN CORRECTIONAL ASSESSMENT

The past three decades in correctional practice have seen a progression from first-generation
(1G) to currently emerging 4G assessment approaches (Andrews et al., 2006; Blanchette &
Brown, 2006; Bonta, 1996; Clements, 1996). These developments occurred as successive
generations of assessment and classification methods addressed the more obvious weaknesses
of prior phases. These phases and their main characteristics are described below.

The 1G approach relied on clinical and professional judgment in the absence of any
explicit or objective scoring rules. It dominated corrections for several decades and remains
preferred by many correctional decision makers (Boothby & Clements, 2000; Wormith,
2001). Its weaknesses include excessive subjectivity, inconsistency, bias and potential
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stereotyping, legal vulnerability, and lower predictive validity than structured objective
methods (Brennan, 1987; Grove & Meehl, 1996; Hastie & Dawes, 2001).

Second-generation (2G) assessments adopted an empirical approach that mainly relied
on simple additive point scales, often with only a few standardized factors (e.g., Austin,
1983; S. D. Gottfredson, 1987; Hoffman, 1994). These mostly reflected Dawes’s (1979)
description of “improper” linear models (p. 571) because the selected factors and weight-
ings were often established by common sense or professional consensus rather than by sta-
tistical methods. These methods primarily focused on risk prediction, brevity, and
efficiency. The main criticisms included lack of theoretical background, limited coverage
of risk and need factors, neglect of dynamic (changeable) risk factors, lack of treatment
implications, weak explanatory value, and questionable relevance for female offenders
(Blanchette & Brown, 2006; Jones, 1996). However, as noted by Dawes, these linear
models are often surprisingly effective in terms of predictive validity and generally outper-
formed professional judgment or the opinions of trained experts (Grove & Meehl, 1996;
Hastie & Dawes, 2001; Mossman, 1994).

Third-generation (3G) assessments of the late 1970s and 1980s introduced a more
explicit, empirically based, and theory-guided approach and a broader selection of crim-
inogenic factors. In addition, some of these factors were designed to be dynamically sensi-
tive to change. The Level of Service Inventory–Revised (LSI-R; Andrews & Bonta, 1995)
exemplified these trends and perhaps has become the most widely used risk and need
assessment in corrections. However, 3G methods, including the LSI-R, eventually were
criticized for a narrow theoretical focus (mainly social learning theory), a failure to address
gender sensitivity, a dominant focus on risk, and failure to assess offender strengths or pro-
tective factors as emphasized in the “good lives” model (Andrews et al., 2006; Blanchette
& Brown, 2006; Bloom, 2000; Reisig, Holtfreter, & Morash, 2006; Ward & Stewart, 2003).

Regarding 4G assessments, Andrews et al. (2006) identified several instruments as rep-
resenting this category, including the Correctional Assessment and Intervention System
(National Council on Crime and Delinquency, 2006), LS/CMI, and COMPAS. Several gen-
eral features appear to characterize 4G approaches. These include (a) a broader selection of
explanatory theories, (b) broader range of risk and need factors (content validity), (c) incor-
poration of the strengths or resiliency perspective, (d) more advanced statistical modeling,
(e) seamless integration of the need or risk domain with the agency management informa-
tion system, and (f) criminal justice databases and Web-based implementation of assess-
ment technology. Such integration allows users to track offenders from intake to case
closure to support sequential case management monitoring, information feedback, and
decision making. COMPAS has incorporated all of these features; interested readers may
obtain full details in Brennan, Dieterich, and Oliver (2007).

The goals of this article are threefold. First, it describes the general design features and
technical overview of the COMPAS system. Second, it assesses the reliabilities of the
COMPAS scales for both male and female offenders. Third, it assesses the predictive valid-
ity of the COMPAS scales for both males and females.

BASIC DESIGN FEATURES OF COMPAS

COMPAS is an automated decision-support software package that integrates risk and
needs assessment with several other domains, including sentencing decisions, treatment
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and case management, and recidivism outcomes. Documentation of the full software func-
tionality is available at www.northpointeinc.com, and detailed information on the various
risk and need scales is provided in the appendix. Beyond the integration of separate data-
bases, the following design features of COMPAS further advance and support evidence-
based practice (EBP) in criminal justice agencies.

THEORY-GUIDED ASSESSMENT

Ideally, explanatory theories of criminality should guide the selection of scale content of
an assessment system. Criminologists have long lamented the lack of theory-guided assess-
ments (Bonta, 2002; Clements, 1996; Jones, 1996). Thus, 4G systems have a strong empha-
sis on theory-guided assessment. In contrast to the LSI-R, which was designed primarily
around a social learning explanation (Andrews & Bonta, 1998), COMPAS broadens the
theoretical coverage to include key constructs from low self-control theory, strain theory or
social exclusion, social control theory (bonding), routine activities–opportunity theory, sub-
cultural or social learning theories, and a strengths or good lives perspective.

BROADBAND COMPREHENSIVE ASSESSMENT

Second, 4G approaches introduce a broader comprehensive coverage of criminogenic
factors to match the theoretical and explanatory complexity of criminal behavior and to
provide sufficient explanatory information to guide case interpretation and intervention
planning. Thus, COMPAS includes both theoretically relevant factors and the critical eight
criminogenic predictive factors that emerged from recent meta-analytic studies (Andrews
et al., 2006; Gendreau, Little, & Goggin, 1996; Lipsey & Derzon, 1998; Lösel, 1995). The
2G approaches generally reflected the opposite trend by minimizing and simplifying
assessment to reduce workload burden on staff, which, not unexpectedly, resulted in
extreme poverty of explanatory components and an almost total lack of treatment guidance
(Austin, 1983; Glaser, 1987; Palmer, 1992).

INTEGRATION OF THE STRENGTH OR RESILIENCY PERSPECTIVE

The strength-based or good lives approach (Andrews et al., 2006; Ward & Brown, 2004)
is a natural extension of the shift toward more comprehensive assessment. In their review,
Andrews et al. (2006) suggested that measures of strengths and well-being are “highly rel-
evant” (p. 23) for correctional assessments. To address this issue, COMPAS includes a
number of strength and protective factors that have shown empirical support for potential
risk reduction and protecting offenders from the full impact of criminogenic needs. These
include job and educational skills, history of successful employment, adequate finances,
safe housing, family bonds, social and emotional support, noncriminal parents and friends,
and so on.

MORE ADVANCED STATISTICAL MODELS

4G assessments, in contrast to earlier approaches, are beginning to use more advanced
statistical methods for predictive modeling and classification. Although Burgess-type,
equally weighted, linear models have performed reasonably well (S. D. Gottfredson, 1987;
Mossman, 1994), powerful multivariate, model-averaging, mixed-model ensemble methods
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and artificial intelligence are now entering correctional assessment approaches. For example,
the COMPAS risk and classification models use logistic regression, survival analysis, and
bootstrap classification methods in a broad repertoire of prediction and classification proce-
dures (Brennan, Breitenbach, & Dieterich, 2008). The present article specifically examines its
predictive models for recidivism based on survival analysis (Cox regression).

INTEGRATION WITH CRIMINAL JUSTICE DATABASES TO FACILITATE EBP

Another feature of 4G methods, including COMPAS, is the seamless integration of the
risk and needs domain with separate domains of sentencing decisions, institutional pro-
cessing and placement decisions, case management decisions, treatments given (type and
amount), and various outcomes (across time). This integration provides support for correc-
tional agencies in implementing EBP studies (see Andrews et al., 2006; Brennan, Wells, &
Alexander, 2004).

The COMPAS system includes two additional design features of some note: a treatment-
explanatory classification to support staff with specific responsivity decisions and gender-
sensitive calibration, described below.

TREATMENT-EXPLANATORY CLASSIFICATION TO ADDRESS SPECIFIC RESPONSIVITY

Andrews et al. (2006) suggested that specific responsivity of offenders is the least
explored of their risk–need–responsivity principles. Yet specific responsivity is a critical
and recurrent challenge for treatment providers in matching individual offenders to appro-
priate treatment regimes (Brennan, 2008a; Meier, 2002; Millon & Davis, 1997; Warren &
Hindelang, 1979). COMPAS addresses specific responsivity and client–treatment matching
using two well-known approaches. First, it provides a person-centered assessment chart of
decile scores for each risk and need scale. Second, following the lineage of Marguerite
Warren, Ted Palmer, and others (also see Harris & Jones, 1999; Van Voorhis, 1994), COM-
PAS provides a treatment-relevant typology that integrates risk and need. This explanatory
typology identifies and demarcates several specific pathways that may guide differential
targeting and programming for diverse offender types who belong in one particular path-
way. Although the present article does not address this treatment-relevant taxonomy,
detailed descriptions of these pattern-seeking methods are presented in Brennan et al.
(2008) and Brennan (2008b).

GENDER-SENSITIVE ASSESSMENT

A major criticism of 2G and 3G approaches is that they largely based their assessment
and classification methods on dominantly male samples and then mechanically applied
these to female offenders (Blanchette & Brown, 2006; Bloom, 2000; Brennan, 2008b; Farr,
2000; Hannah-Moffatt & Shaw, 2001). However, compelling arguments are now advanced
for systematic validation of instruments on separate female and male offender samples
(Hardyman & Van Voorhis, 2004; Holtfreter & Cupp, 2007). COMPAS addresses this issue,
first by using separate samples of males and females to develop gender-specific calibrations
of all risk and need factors and second by evaluating its predictive and classification models
on separate male and female samples (see below). Plans are also under way to incorporate
additional gender-specific factors from recent research on gender-sensitive risk and need
factors into COMPAS (Salisbury, Van Voorhis, & Wright, 2006).
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METHOD

PARTICIPANTS

Participants were 2,328 individuals who were assessed with COMPAS as part of their
processing at entry into probation agencies. All individuals with complete data who were
administered the full COMPAS assessment were included. The sample represented about
15% of all COMPAS assessments conducted at these agencies during this period.
Individuals were excluded if they were missing data (25%) or if they were not administered
the full COMPAS (60%). Women composed 19% of the sample. The ethnic composition of
the sample is 76% White, 15% African American, 7% Latino, and 2% Other. The average
age of participants was 31.9 years (range = 18.0 to 69.7). In the sample overall, 45% of the
presenting offenses were misdemeanors, 48% nonassaultive felonies, and 7% assaultive
felonies. The median number of prior arrests was 3 (range = 0 to 57). Among the probation
cases, 9% were split-sentence cases (jail and probation).

ADMINISTRATION

The assessments were conducted by local probation officers between January 2001 and
December 2004 at 18 county-level probation agencies in an eastern state. Interviews were
conducted at the point of presentence investigation (PSI) or at probation intake (approxi-
mately 50% each). Staff and supervisors take a 2-day COMPAS training program that cov-
ers relevant interview techniques, response categories, item meanings, and quality
assurance issues. Official criminal records are used to complete the current offense and
criminal history sections of COMPAS prior to the interviews. The interviews typically
require approximately 45 to 60 min, depending on the extent of probing.

MEASURES

COMPAS scales. This study examined the predictive validity of all the COMPAS base
scales (listed in Table 1) and also the main Recidivism Risk Scale. The Recidivism Risk
Scale is a regression model that has been used in COMPAS since 2000. This regression
model was trained to predict new offenses in a probation sample. The system transforms a
linear predictor from the regression model to a decile score. The system calculates a recidi-
vism risk decile score by referencing an appropriate COMPAS norm group. For the current
analyses, a gender-specific composite norm group was used. The composite norm group
(n = 7,381) was constructed from COMPAS assessment data collected in prison (34%), jail
(14%), and probation (53%). The set of base scales included criminal involvement, history
of noncompliance, history of violence, current violence, criminal associates, substance
abuse, financial problems, vocational or educational problems, family criminality, social
environment, leisure, residential instability, social isolation, criminal attitudes, and crimi-
nal personality.

Dependent variables: Three outcomes for survival analyses. We matched COMPAS
assessment data with computerized official criminal history records and constructed multiple-
record survival data sets using assessment and event dates in the criminal history data.
These included crime dates, arrest dates, dispositions, disposition dates, sentence type, and
sentence length. The three outcomes selected as dependent variables for this study included
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(a) an arrest for any offense, (b) an arrest for a person offense, and (c) an arrest for a felony
offense.

We defined an offense as a finger-printable arrest involving a charge and filing for any
uniform crime reporting (UCR) code. A person offense is a finger-printable arrest involv-
ing a charge and filing for any UCR code for murder, voluntary manslaughter, forcible rape,
robbery, aggravated assault, simple assault, burglary (with weapon of an occupied
dwelling), dangerous weapons, sex offenses, extortion, arson, and kidnap. This category
includes misdemeanor and felony offenses.

ANALYSIS

We fitted separate cause-specific Cox proportional hazard models to each recidivism
outcome (Kalbfleisch & Prentice, 2002). Analysis time is the number of days from COM-
PAS assessment date to first failure or end of study, whichever occurred first. As mentioned,
the assessments were conducted between January 2001 and December 2004. The end of
study is the date of the recidivism outcomes computer match (March 3, 2006). We deter-
mined the failure time point from the offense date associated with the recidivism outcome
of interest. Cases remained in the risk set and contributed information to the analyses until
the point of failure or end of study, whichever occurred first. The models controlled for
intermittent periods of incarceration during the follow-up by removing the case from the
risk set during these intermittent gaps. We also removed split-sentence cases from the risk
set during the time they were in jail. We removed PSI cases that received a subsequent jail
or prison sentence from the risk set during the incarceration period. In the felony offense
model, there were 433 cases with a gap, with an average time on gap of 206 days (range =
1 to 1,440 days). The median time at risk in the felony offense model was 759 days (range =
1 to 1,722 days).

First, we fitted a series of univariable Cox survival models in which the hazard for each
of the three recidivism outcomes was regressed on each COMPAS base scale. These
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TABLE 1: Alpha Coefficients and Their Differences Between Women and Men, With Pointwise 95%
Confidence Intervals (CIs)

α Women Men Difference Lower Bound 95% CI Upper Bound 95% CI

Criminal Involvement .87 .85 .87 –.02 –.04 .01
History of Noncompliance .68 .62 .67 –.04 –.11 .02
History of Violence .73 .70 .73 –.03 –.07 .02
Current Violence .59 .62 .59 .03 –.03 .09
Criminal Associates .68 .68 .68 .00 –.05 .05
Substance Abuse .79 .81 .78 .03 .00 .06
Financial Problems .73 .75 .72 .03 –.02 .07
Vocational or Educational .71 .73 .71 .02 –.02 .06
Family Criminality .63 .64 .63 .02 –.04 .07
Social Environment .74 .70 .74 –.04 –.09 .01
Leisure .82 .81 .83 –.02 –.05 .01
Residential Instability .65 .61 .65 –.05 –.11 .01
Social Isolation .81 .82 .81 .01 –.02 .04
Criminal Attitudes .82 .82 .82 .01 –.02 .03
Criminal Personality .76 .76 .76 .00 –.03 .04

Note. The difference in alphas is significant if the 95% confidence interval does not include zero.



models were fitted in three partitions of the sample: the full sample, men only, and women
only. Next, two multivariate models were fitted to each recidivism outcome in each parti-
tion. Model I included all the COMPAS base scales. Model II included all the COMPAS
base scales plus age at first arrest. Finally, a model that included only the Recidivism Risk
Scale was fitted to each recidivism outcome in each partition.

To gauge the predictive utility of the above two COMPAS multivariate base scale models
and the Recidivism Risk Scale model, we estimated the area under the receiver operating
characteristic curve (AUC) for all three models. For survival models, the most relevant
measure of predictive discrimination is the concordance index, which is equivalent to the
AUC and is defined as the probability that the predictor values and survival times for a pair
of randomly selected cases are concordant. A pair is concordant if the case with the higher
predictor value has a shorter survival time. The calculation is based on the number of all
possible pairs of nonmissing observations for which survival time can be ordered and the
proportion of relevant pairs for which the predictor and survival time are concordant
(Harrell, Califf, Pryor, Lee, & Rosati, 1982).

RESULTS

RELIABILITY

Table 1 provides reliability coefficients (Cronbach’s α) to indicate the internal consis-
tency of the core COMPAS scales both for the total sample and by gender. Alpha is the
most widely used measure of internal consistency of summative scales. By convention,
alpha coefficients of .70 or higher indicate satisfactory reliability. The table indicates that a
large majority of these alphas are in the satisfactory range of close to or above .70 with only
a few exceptions (current violence, family criminality, and residential instability), and these
are close to an acceptable range. The alpha coefficients were statistically equivalent for
both genders.

PREDICTIVE VALIDITY

Table 2 provides a summary of the survival experience of men and women for the three
outcomes examined in the study. For each offense type, the table shows the number of fail-
ures that occurred during each year and the estimated survivor function at the end of each
year. The survivor function is the probability of surviving beyond Time t, given survival up
to Time t. The survivor function is interpreted as the cumulative proportion surviving over
time. Note that only the first 4 years of the follow-up are shown.

Table 3 shows the results from univariable Cox regressions of the hazard for a new
felony offense on each COMPAS base scale. The results indicate that all except three of
these base scales reach significant levels in predicting felony recidivism. The scales that did
not attain significance were current violence, financial problems, and residential instability.
Note that substance abuse has a negative effect on felony recidivism. This may have
resulted from the selected outcome variable (felony recidivism) for this analysis. Drug
offenders (overall) may be at lower risk for new arrests for serious felony offenses.

Table 4 shows the results of the multivariate Cox regression of the hazard of a felony
offense on the COMPAS base scales. In this model, which combines all COMPAS base
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scales, the significant predictors of felony recidivism are history of noncompliance, crimi-
nal associates, substance abuse, financial problems, vocational or educational, and high
crime (social) environment. As often occurs when multiple predictor variables are used and
when some are correlated, the signs of certain parameters can take unexpected directions.

Table 5 shows the results of the Cox regression of the hazard for a new felony offense
on the levels of the Recidivism Risk Scale. The hazard of a new felony offense for cases
that score high on the Recidivism Risk Scale is 5.66 times the hazard of cases that score
low (p value < .001). The hazard of the high-risk group relative to the medium-risk group
is 1.84 (p value < .001).
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TABLE 2: Number Failing Each Year and Survivor Function Through the End of Each Year for Any
Offense, Offenses Against Persons, and Felony Offenses for Men and Women

Women (n = 449) Men (n = 1,879)

Offense Type Number Failing Each Year Survivor Function Number Failing Each Year Survivor Function

Any
1st year 64 .85 308 .81
2nd year 32 .76 180 .69
3rd year 14 .70 63 .62
4th year 10 .58 41 .52

Person
1st year 11 .97 114 .93
2nd year 10 .95 90 .87
3rd year 5 .92 33 .83
4th year 2 .89 23 .78

Felony
1st year 16 .96 134 .92
2nd year 12 .93 95 .85
3rd year 7 .89 31 .82
4th year 1 .88 20 .77

Note. The description of the survival experience is limited to the first 4 years of the follow-up.

TABLE 3: Results From Univariable Cox Proportional Hazards Models Regressing the Hazard for a
Felony Offense on Each COMPAS Base Scale

coeff exp(coeff) SE(coeff) p Value

Criminal involvement 0.033 1.03 0.013 .008
History of noncompliance 0.148 1.16 0.020 .000
History of violence 0.108 1.11 0.018 .000
Current violence 0.101 1.11 0.052 .052
Criminal associates 0.148 1.16 0.022 .000
Substance abuse –0.091 0.91 0.023 .000
Financial problems 0.009 1.01 0.024 .691
Vocational or educational 0.118 1.13 0.014 .000
Criminal attitudes 0.057 1.06 0.009 .000
Family criminality 0.100 1.11 0.036 .006
Social environment 0.257 1.29 0.032 .000
Leisure 0.073 1.08 0.016 .000
Residential instability 0.016 1.02 0.014 .277
Criminal personality 0.048 1.05 0.007 .000
Social isolation 0.029 1.03 0.010 .003



Figure 1 shows a plot of the Nelson–Aalen (Aalen, 1978; Nelson, 1972) estimator of the
cumulative hazard function Ĥ(t) within levels of the Recidivism Risk Scale. The estimator
is defined as

Ĥ(t) = 
∑

j:tj≤ t

dj

nj
,

where nj stands for the number of cases in the risk set just before Time tj and dj is the
number of failures at Time tj. The cumulative hazard is the expected number of failures for
an individual as a function of time, if failure was a repeatable process. Figure 1 also shows
the size of the risk set (nj) at 180-day intervals in each level of the Recidivism Risk Scale.
Although the maximum follow-up time in the data is 1,887 days, the time axis in the plot
is truncated to 1,620 days because the risk set is small and the estimates less precise beyond
this point.

Finally, we assessed the discriminatory power of the three models for predicting the
three criteria of interest (general offenses, offenses against persons, and felony offenses) in
each of the three partitions of the sample. As described previously, Model I includes all
COMPAS base scales, Model II adds age at first arrest to these COMPAS base scales, and
Model III represents the COMPAS Recidivism Risk Scale. Again, because we are fitting
survival models, we estimate Harrell’s concordance index (Harrell et al., 1982) and inter-
pret it as the AUC. A rule of thumb according to several recent articles is that AUCs of .70
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TABLE 4: Results From Multivariable Cox Proportional Hazards Model Regressing the Hazard for a
Felony Offense on the COMPAS Base Scales

coeff exp(coeff) SE(coeff) p Value

Criminal involvement 0.003 1.00 0.018 .854
History of noncompliance 0.124 1.13 0.032 .000
History of violence 0.026 1.03 0.024 .276
Current violence 0.001 1.00 0.057 .982
Criminal associates 0.072 1.07 0.028 .009
Substance abuse –0.134 0.87 0.027 .000
Financial problems –0.059 0.94 0.026 .025
Vocational or educational 0.081 1.08 0.017 .000
Criminal attitudes 0.014 1.01 0.011 .212
Family criminality –0.001 1.00 0.040 .978
Social environment 0.117 1.12 0.037 .002
Leisure 0.015 1.01 0.021 .476
Residential instability –0.002 1.00 0.015 .880
Criminal personality 0.007 1.01 0.011 .555
Social isolation –0.003 1.00 0.012 .771

TABLE 5: Results From Cox Proportional Hazards Model Regressing the Hazard for a Felony Offense on
the Recidivism Risk Scale

coeff exp(coeff) SE(coeff) p Value 95% Confidence Interval

Medium risk 1.12 3.07 0.473 < .001 2.27, 4.15
High risk 1.73 5.66 0.843 < .001 4.22, 7.58

Note. The reference category is the low risk level of the Recidivism Risk Scale.

(1)



or above typically indicate satisfactory predictive accuracy, and measures between .60 and
.70 suggest low to moderate predictive accuracy (Aos & Barnoski, 2003; Jones, 1996;
Quinsey, Harris, Rice, & Cormier, 1998).

Table 6 presents the model-specific AUCs for all of these analyses. The AUC values
range from .66 to .80, with a majority being above .70, which suggests satisfactory predic-
tive validities of these COMPAS risk models for all three recidivism outcomes. The AUCs
for person and felony offenses are a little higher than those for the broader and less pre-
cisely defined recidivism category “any offense” (which includes both misdemeanor and
felony offenses). The AUCs for predicting person offenses range from .71 to .80, with high
AUC values for women (.76 to .80). However, for women, although the sample size was
449, there were only 29 women with a person offense, which reduces statistical power and
suggests caution regarding this result.
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Figure 1: Nelson-Aalen Plot of the Cumulative Hazard for a Felony Offense in Each Level of the
Recidivism Risk Scale, With Pointwise 95% Confidence Bands

Note. CI = confidence interval.

TABLE 6: Area Under the Curve Values for COMPAS Risk Models Predicting Any Offense, Offenses
Against Persons, and Felony Offenses

Total Sample ( N = 2,328) Women (n = 449) Men (n = 1,879)

Model Any Person Felony Any Person Felony Any Person Felony

COMPAS I .66 .72 .70 .69 .78 .68 .67 .71 .71
COMPAS II .68 .73 .72 .72 .80 .69 .68 .72 .73
Recidivism Risk III .68 .71 .70 .65 .76 .66 .68 .70 .71

Note. COMPAS Model I includes COMPAS base scales; COMPAS II adds age at first arrest to Model I.



Last, we examined the predictive accuracy of each of the models for African American
men and White men. We do not report results for African American women because the
effective sample sizes for most of the outcomes were too small to calculate separate AUCs
for that group. Table 7 presents the results from each model for the outcomes any arrest,
person offense arrest, and felony arrest for African American and White men. The AUCs
for African American men range from .64 to .73. As was the case in the full sample, the
highest AUCs are obtained for the felony offense and person offense arrest outcomes. The
AUC results for White men are quite similar to the results for African American men,
except that White men have somewhat higher AUCs on the COMPAS base scale models.

DISCUSSION AND CONCLUSIONS

This study examined the reliability (internal consistency) and predictive validity of the
COMPAS risk and needs scales on a large sample of PSI and probation cases. A first gen-
eral conclusion is that a majority of these scales reach levels of internal consistency and
predictive validity that are within generally acceptable ranges. Second, the separate uni-
variable analyses show that a majority of the specific COMPAS risk and need base scales
were significantly associated with felony recidivism (Table 3). Third, results from survival
analyses demonstrated that the predictive power of the three models tested was comparable
to, and in some cases higher than, similar risk predictive instruments in this field. We now
examine some more detailed specific findings.

Regarding internal consistency, most of the scales have alpha coefficients equal to or
greater than .70, with only three exceptions, and the latter were close to acceptable levels.
These satisfactory results reemerged in both male and female subsamples. We found no sig-
nificant differences in alpha levels between male and female subsamples, suggesting that
the scales are equally reliable for men and women.

Regarding predictive validity, we must first place the present results in the context of recent
research and accuracy performances for offender recidivism studies. An important point is that
the AUC has become the preferred measure of accuracy largely because of its independence
across base rates and selection ratios that allow it to provide clearer comparisons across dif-
ferent predictive instruments and studies (Flores, Lowenkamp, Smith, & Latessa, 2006;
Quinsey et al., 1998). Another contextual issue concerns interpretations of levels of the AUC
coefficient. As noted previously, AUCs in the .50s are considered to have little or no predictive
accuracy, those in the .60s are considered weak, those approaching or above the .70s are mod-
erate, and those in the .80s are strong (Tape, 2003). However, various authors appear to use
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TABLE 7: Area Under the Curve Values for COMPAS Risk Models Predicting Any Offense, Offenses
Against Persons, and Felony Offenses for White and African American Men

White Men (n = 1,412) African American Men (n = 296)

Model Any Person Felony Any Person Felony

COMPAS I .69 .74 .73 .64 .69 .69
COMPAS II .71 .75 .75 .66 .71 .72
Recidivism Risk III .69 .71 .71 .67 .72 .73



different standards. For example, Flores et al. (2006) described their achieved AUC of .689 for
the LSI-R as valid and robust and as moderate to large. Similarly, Kroner, Stadtland, Eidt, and
Nedopil (2007) describe an AUC of .703 as representing a high predictive accuracy in a study
of the Violence Risk Appraisal Guide (VRAG). Perhaps the relative recency of using the AUC
to investigate offender risk assessment explains variations in evaluative statements. Finally,
with more studies reporting AUCs in this area, it appears that the accuracy levels achieved for
most current instruments, across a variety of samples and outcome variables, generally fall in
the range of .65 to .75, with only a few exceptions (see below).

The present study of COMPAS models produced AUCs mostly in a range of .70 to .80.
Specifically, 16 out of 27 cells examined for AUC reached .70 or above, with a smaller set
of cells in the .66 to .69 range. Note in particular the predictive accuracies of COMPAS for
person offenses in which all 9 of the cells (total sample, males or females, and three
models) had AUCs between .70 and .80. Thus, we may conclude that COMPAS predictive
accuracies are similar to or slightly higher than AUCs obtained by other major instruments
in this field (e.g., Barbaree, Seto, Langton, & Peacock, 2001; Barnoski & Aos, 2003; Dahle,
2006; Flores et al., 2006; Grann, Belfrage, & Tengstrom, 2000; Quinsey et al., 1998).
Furthermore, the present findings are in the same range as found in the initial validation
studies of the COMPAS recidivism risk model for probationers that produced AUCs of .72
and .74 over a 24-month outcome period (Brennan, Dieterich, & Oliver, 2004).

The AUCs of the other main instruments often used for offender risk prediction may fur-
ther help to contextualize the above findings. Perhaps the best known instruments are the
VRAG (Quinsey et al., 1998), the LSI-R (Andrews & Bonta, 1995), and the Psychopathy
Checklist–Revised (PCL-R; Hare, 1991). The AUC values for these instruments in recent
studies are quite varied according to the specific populations, outcome periods, and depen-
dent variables used in specific studies, as illustrated below.

VRAG

Quinsey et al. (1998) found an AUC of .76 in a large-scale, multiyear recidivism study.
Barbaree et al. (2001) reported AUCs of .69 in predicting serious reoffending and .77 when
predicting any reoffense for sex offenders. Kroner et al. (2007) obtained an AUC of .703 in
a study of reoffending among mentally ill offenders.

LSI-R

The recent review by Andrews et al. (2006) did not provide AUCs for the LSI-R.
However, Barnoski and Aos (2003) found AUCs of .64 to .66 for the LSI-R in predicting
felony and violent recidivism among Washington State prisoners. Flores et al. (2006) found
an AUC of .689 using the LSI-R to predict reincarceration among federal probationers.
Dahle (2006) reported an AUC of .65 using the LSI-R to predict violent recidivism.
Barnoski (2006) reported an AUC of .65 using the LSI-R to predict felony sex recidivism.

PCL-R

AUC levels again varied across studies. For example, in a Swedish study of mentally ill vio-
lent offenders, Grann et al. (2000) found AUC levels of .64 to .75 based on various follow-up
time frames. Barbaree et al. (2001) reported AUCs of .61, .65, and .71 for the PCL-R in pre-
dicting various recidivism outcomes among sex offenders.
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The above findings clearly do not exhaust the full range of studies in this area. As more
studies report AUCs for specific instruments, varying populations, outcome variables, and
time frames, it may become possible to identify which instruments perform well in these
varying conditions.

The present study has several strengths and limitations. Strengths include the large sam-
ple (N = 2,328), a multiyear outcome period, and an examination of AUCs for different
COMPAS models, different offense categories, and across genders. The incorporation of
survival modeling also shows not only that these AUCs achieved significant discrimination
between recidivists and nonrecidivists but also that the timing of failure events can be pre-
dicted using either the COMPAS base scales model or the overall recidivism risk model.
However, the present study did not systematically address variations in predictive accuracy
by offender subgroups broken down by age, ethnicity, and race; level of addiction; length of
follow-up; and so on. Several large-scale studies of COMPAS that will allow such detailed
examination are in progress. The following issues may still require further research.

PREDICTIVE ACCURACY BY OUTCOME OFFENSE

The present study found minor differences in AUCs for COMPAS risk models in pre-
dicting differing outcomes and clearly achieved stronger results for new offenses against
persons and for felony offenses than for the broader category of any new offense. This may
stem from the higher precision of definitions for the first two outcomes as opposed to the
less precise “any” new offense, as this included both misdemeanors and felonies across a
wide range of offenses. Barnoski and Drake (2007) found similar results when they exam-
ined the validity of a static risk scale for predicting three outcome categories (violent, prop-
erty and violent, and felony).

PREDICTIVE ACCURACY BY GENDER

The present study found that the basic COMPAS recidivism model predicts behaviors for
men and women about equally well, again similar to Barnoski and Drake (2007), who
found only small differences by gender. We realize that there are substantial concerns in
this topic, and a search for gender-sensitive risk factors is currently under way. COMPAS
is being augmented by additional risk and need factors of specific importance for female
offenders (Blanchette & Brown, 2006; Brennan, 2008b; Salisbury et al., 2006).

PREDICTIVE ACCURACY BY ETHNICITY

The present study found that the COMPAS recidivism models preformed equally well
for African American and White men at predicting the arrest outcomes. There is only one
previous study of which we are aware that examined the predictive accuracy of the COM-
PAS for different ethnic groups, and that study reported much weaker results for African
American men (Fass, Heilbrun, DeMatteo, & Fretz, 2008). In predicting rearrest within 1
year of release, Fass et al. (2008) reported AUCs for the COMPAS Recidivism Risk Scale
of .81 for Whites, .67 for Hispanics, .48 for African Americans, and .53 for the total sam-
ple assessed with COMPAS (N = 276). However, their study has at least one major weak-
ness that renders its findings unreliable. Their small overall sample size and base rates
resulted in extremely small effective sample sizes for the ethnic groups (African American =
36, Hispanic = 4, White = 1), and this almost ensures unreliable results.
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PREDICTIVE ACCURACY ACROSS DIVERSE CRIMINAL JUSTICE POPULATIONS

The present study did not include other specific criminal justice populations from prison,
parole, community corrections, or jails. However, a current, large-scale, parole reentry
study is evaluating predictive performance for parolees released to the community (Zhang,
Farabee, & Roberts, 2007). Preliminary findings reported AUCs of .67 rising to .72 with
only minor adjustments to the COMPAS recidivism risk model.

In conclusion, given that instrument validation is an ongoing process, we acknowledge
that numerous further tests and models could be applied to examine the predictive validity
of COMPAS risk models. The present results, however, are encouraging and suggest that
the COMPAS risk models reach levels of reliability, predictive validity, and generalizabil-
ity that are at least equal to those of other major instruments in offender risk assessment.

APPENDIX
Scale Content and Selection: Theoretical and Empirical Background

This appendix describes the item content and research background for each Correctional Offender
Management Profiling for Alternative Sanctions (COMPAS) scale listed in Table 1. Full details of
psychometric properties, theoretical justification, and supportive empirical studies for each scale are
given in Brennan, Dieterich, and Oliver (2007). We now describe the background of the COMPAS
scales, along with the main items loading on each scale and factor loadings (in parentheses).

Criminal Involvement. This scale includes items pertaining to number of prior arrests and con-
victions, frequency of incarceration, and criminal justice involvements. The highest loading item is
total number of prior arrests (.52). Past criminal involvement has been consistently supported by
meta-analytic studies as a major risk factor for predicting ongoing criminal behavior (Andrews &
Bonta, 1998; Gendreau, Little, & Goggin, 1996).

History of Violence. This scale includes official history items reflecting prior arrests and convic-
tions for violent felonies, use of weapons, infractions for fighting, and so on. The highest loading
items are the number of prior assaultive felony convictions (.47) and frequency of injury to victims
(.40). The research literature has indicated that the likelihood of future violence appears to increase
with each instance of a prior violent incident (Farrington, 1991; Lipsey & Derzon, 1998; Parker &
Asher, 1987).

History of Noncompliance. This scale includes official items reflecting failures to appear, failures of
drug tests, failures to comply with sentencing conditions, revocations for technical reasons, and so
forth. High-loading items include the number of probation revocations (.56) and prior failures to appear
(.37). Repeated noncompliance with criminal justice conditions and treatment regimes has emerged as
a predictor of both violent and general recidivism (Stalans, Yarnold, Seng, Olsen, & Repp, 2004).

Criminal Associates. This scale assesses associations with others who are involved in drugs, crim-
inal activity, and gangs. High-loading items include friends who have been arrested (.41) and friends
who have been gang members (.43). This construct is of central theoretical importance in both social
learning and subcultural theories of crime (Cullen & Agnew, 2003; Elliott, Huizinga, & Ageton,
1985). Meta-analytic research has consistently shown that having antisocial associates is a major risk
factor for recidivism (Gendreau et al., 1996).

(continued)
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APPENDIX (continued)

Substance Abuse. The central items in this scale reflect the influence of alcohol or drugs on the
current offense (.40), perceived benefit of substance abuse treatment (.41), and prior substance abuse
treatment (.37). Drug use has consistently emerged as a significant risk factor for general criminal
and violent behavior (National Institute of Justice, 1999; National Research Council, 1993) and is a
major risk factor in meta-analytic studies (Gendreau et al., 1996).

Financial Problems and Poverty. This scale includes items such as worry about financial survival
(.53), problems paying bills (.52), and not enough money to get by (.52). Although poverty has shown
only modest predictive power in meta-analytic studies (Gendreau et al., 1996), decades of research has
shown reliable associations between poverty and high crime rates and related risk factors such as unsta-
ble residence, family disruption, single-parent families, community disorganization, and substandard
housing (National Research Council, 1993; Sampson & Lauritsen, 1994). Theoretically, poverty is a
key factor in strain or social marginalization and subcultural theories (Cullen & Agnew, 2003).

Occupational and Educational Resources or Human Capital. This scale includes items reflecting
levels of educational and vocational occupational success such as job skills (.43), current unemploy-
ment (.52), low wages (.49), and employment history (.39). A social achievement (human capital) scale
was selected for both empirical and theoretical reasons (Coleman, 1990; Gendreau et al., 1996; Hagen,
1998). It is central to strain theory because people with lower social capital have fewer life chances and
more restricted opportunities than do those with greater capital. The scale is dynamic because human
capital can be built or destroyed. Job loss or high school dropout may lower economic and social
opportunities, whereas completing job skills training or obtaining a GED may increase these chances.

Family Crime. The COMPAS scale of family criminality includes items assessing the criminality
and drug use of mother, father, and siblings. The highest loading items include parent ever jailed
(.55), parent has had drug problems (.43), and mother ever arrested (.40). Many empirical studies
have linked delinquency and adult crime to antisocial families (Farrington, Jolliffe, Loeber,
Stouthamer-Loeber, & Kalb, 2001; Farrington & West, 1993; Lykken, 1995). Social learning theory
has also linked deviant behavior to violent or criminal family role models and ineffective parenting
(Lykken, 1995). Heritability theories have included gene-based evolutionary theories (Ellis & Walsh,
1997) and biosocial theories of sociopathy (Mealey, 1995).

High Crime Neighborhood. This scale assesses levels of crime (.44), gang activity (.40), and drug
activity (.39) in the person’s neighborhood. Living in a high-crime neighborhood is an established
correlate of both delinquency and adult crime (Sampson & Lauritsen, 1994; Thornberry, Huizinga,
& Loeber, 1995). It plays a role in social disorganization, social learning, and subcultural theories
(Cullen & Agnew, 2003; Sampson, Raudenbush, & Earls, 1997).

Boredom and Lack of Constructive Leisure Activities (Aimlessness). This scale includes items
from two closely linked themes: boredom proneness and lack of engaging leisure activities.
Dominant items include often bored (.46), nothing to do (.47), restless with current activities (.47),
and scattered attention (.37). Although conceptually different, items from these two themes all load
on a single factor. Theoretically, an absence of constructive leisure activities partially reflects weak
engagement bonds of early social control theory (Hirschi, 1969), and a similar concept (idle hands)
enters routine activities theory (Osgood et al., 1996). Finally, restlessness, distractibility, and atten-
tion problems enter M. R. Gottfredson and Hirschi’s (1990) low self-control theory and Hare’s
(1991) related construct of psychopathy.

(continued)
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APPENDIX (continued)

Residential Instability. The present scale includes items assessing the number of recent moves
(.39), homelessness (.33), and absence of a verifiable address (.34). The background literature indi-
cates that transience is often associated with poverty, poor housing, social disorganization, and crime
(McNaughton, 2007; National Research Council, 1993). Theoretically, transience and homelessness
may weaken social ties and have been associated with family breakup, social exclusion, and stress-
ful life events (Marris, 1987). Theoretically, it plays a role in both social control theory (weakening
or attenuating social bonds) and strain theory (poverty, personal stress, marginalization). We note
that personal stress or distress has emerged as a risk factor with modest predictive validity for recidi-
vism (Gendreau et al., 1996).

Social Isolation Versus Social Support. This scale captures social isolation at one pole and social
supports at the other. It includes items indicating self-reported loneliness (.33), absence of friends
(.40), feeling left out of things (.33), and no close or best friend (.37). Social support theory suggests
that even in high-risk environments social supports may mediate or buffer the criminogenic effects
of economic and social strain (Bennett & Morabito, 2006; Estroff, Zimmer, Lachicotte, & Benoit,
1994; National Research Council, 1993; Stevenson, 1998). In addition, at prison release and reentry
to society, prisoners with stronger social and family supports are found to have lower recidivism
(Solomon, Johnson, Travis, & McBride, 2004). Theoretically, this factor enters both strain theory
(buffering strain) and social control theory (reflecting social bonds).

Criminal Attitude. This scale assesses antisocial attitudes using items that may justify, excuse, or
minimize damage caused by the offender’s crime. Prominent items include the law does not help aver-
age people (.32), minor offenses such as drug use don’t hurt anyone (.24), and things stolen from rich
people won’t be missed (.36). Antisocial attitudes have emerged in meta-analytic studies as a major
risk factor (Andrews, Bonta, & Wormith, 2006; Gendreau et al., 1996). There is less agreement on the
particular attitudes that are most useful or predictive (e.g., minimizing the damage of offenses, toler-
ance for law violation, etc.; Walters, 1995). In the absence of consensus, COMPAS uses a higher order
scale with items adapted from Bandura, Barbaranelli, Caprara, and Pastorelli (1996).

Antisocial Personality. This scale addresses impulsivity, absence of guilt, selfish narcissism, domi-
nance, risk taking, and anger or hostility. Representative items include short temper (.39), often does
things without thinking (.30), and seen as cold and callous (.32). It is not designed as a comprehensive
coverage of all personality subfactors but as a short, broadband scale using only the first principle com-
ponent from a larger battery of antisocial personality items adapted from Eysenck and Eysenck (1978)
and Bandura et al. (1996). Important subfactors are impulsivity, risk taking, restlessness or boredom,
absence of guilt (callousness), selfish narcissism, interpersonal dominance, and anger or hostility
(Bandura et al., 1996; Cooke, Forth, & Hare, 1996; Lilienfeld & Andrews, 1996; Marcus, 2003;
Widiger & Lynum, 1998). Empirical support for antisocial personality (variously measured) is found
in Gendreau et al. (1996), Bandura et al. (1996), Blackburn and Coid (1998), and Quinsey, Harris, Rice,
and Cormier (1998). Theoretically, antisocial personality plays an important role in theories of antiso-
cial dispositions (Farrington, 2003; M. R. Gottfredson & Hirschi, 1990; Hare, 1991).
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